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Christian Stary, Claudia Schnugg 

Algorithmic Overdependence: Fostering Awareness 
through Digital Facilitation and (Re-)Construction
Algorithmic Overdependence

Abstract

This contribution intends to raise awareness of connectedness in the continu-
ous digitalization of society and organizations. It suggests points of reflection 
when being tracked by Internet-of-Things systems, which in turn encourage 
or discourage behavior. The question arises: How much digital facilitation is 
necessary and when does algorithmic overdependence dominate? Concerns 
related to the invasive expansion of digital technologies and their ‘smartness’ 
(through algorithms and artificial decision-making) to direct behaviors of 
all kinds can be represented and experienced by art installations. We suggest 
promoting constructive awareness by offering a scenario in such an installa-
tion. It allows subjects to experience algorithmic influence and subsequently 
encourages regaining control through individual capacity building for indi-
vidually coherent (and transparent) design. The proposed installation enables 
new forms of governance based on experiential learning and digital artefacts 
for personal mastery of collective intelligence.

Keywords: Internet of Behavior, predictive analytics, artificial decision-mak-
ing, behavior control, governance, opacity, digital literacy, design-integrated 
engineering, citizen participation, accountability

1. Caught in the Web of Behavior Due to Digital Intelligence?

According to the renowned research and advisory company Gartner, by 2023, 
individual activities will be tracked digitally by an “Internet of Behavior” to 
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influence benefit and service eligibility for 40% of people worldwide. This 
Internet of Behavior will link a person digitally to their actions. 1 For exam-
ple, linking an image as documented by facial recognition with an activity 
such as purchasing a drink from a vending machine can be tracked digitally. 
The resulting understanding of an individual’s or group’s behavior can profit 
various actors. For example, not only vending machine providers and drink 
producers will track individuals’ behavior for arranging their offerings mod-
el; insurance companies will also track individuals’ behavior for determining 
a corresponding pricing model. 

Tracking and applying knowledge about behavior will not only link individu-
als to their preferred actions and always provide their preferred drinks in the 
vending machine, nor only help companies to create the best pricing models. 
The Internet of Behavior can also be used to encourage or discourage behav-
ior. Algorithmic processing of data enables navigation and synthetization of 
large amounts of data. Based on identifying patterns from all the data, it al-
lows conclusions to be drawn in a time-efficient way: The tailored efficiency of 
algorithms can shift attention to a limited choice. For instance, an observing 
individual’s behavior in a certain situation might provide the best inference 
results for similar situations but lack other opportunities when algorithms 
do not capture alternative viewpoints on activities. Results may differ among 
those individuals an algorithm deems to have certain properties, e.g., walk-
ing on the right side of a street. Contextual information, such as the street 
environment or the country of origin, can shed light on the meaning of arti-
ficial conclusions. ‘The danger of such reliance on algorithms is that, despite 
the benefits and assumption that algorithms are efficient, logical, and data-
driven and therefore unbiased, algorithms are not infallible and oftentimes 
carry biases of their own or of their creators’ (Wei et al., 2017, p. 3).

1 https://www.gartner.com/smarterwithgartner/
gartner-top-strategic-predictions-for-2020-and-beyond/
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Once providers or users depend too much on algorithm-generated informa-
tion they become algorithmically overdependent (Banker et al., 2019). Then, 
information generation and exchange are increasingly handled autonomous-
ly by digital systems, leading humans to give up control unwittingly and los-
ing track of process-steps they are held accountable for.

The technological drivers of such developments are the Internet-based com-
munication system and the increasing set of objects that can be connected, 
mutually and with people, by utilizing the Internet protocol stack. Internet 
technology operated as part of so-called Internet-of-Things (IoT) applications 
allows the connection not only of people but also of physical objects of vari-
ous kinds. It enables the integration of various sensors, actuators, and objects 
so they can communicate directly with one another without human inter-
vention (cf. Lin et al., 2017). Such digitalized objects can track the state of 
humans and their level of awareness (to their environment), and guide them 
to achieve their objectives, such as finding a location. Others can intervene 
in certain situations, e.g., stopping a car to prevent an accident. Information 
is collected by sensors and combined to trigger either actuator or human be-
havior. Originally passive or observing elements such as sensors can become 
active ones (Shaev, 2014).

The enrichment of communication and interaction between humans and 
artefacts of all kinds linked with IoT-based networking developments con-
verge physical, digital and the virtual elements ‘to create smart environments 
that make energy, transport, cities and many other areas more intelligent’ 
(Vermesan et al., 2013, p. 8). This intelligence is based on algorithmic deci-
sion-making tools, which are increasingly used by government and private 
bodies. Artificial decision-making is applied to various forms of data, often 
relying on the algorithmic analysis of personal information. As a result, a 
new wave of policy concerns has emerged (Zarksy, 2015) questioning the le-
gitimacy of algorithmic decision-making and asking for accountability (cf. 
Binns, 2018, Hutchens et al., 2017, Bovens et al., 2014). So far, they have not 
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been satisfactorily resolved, although individual notice and consent has be-
come commonplace – cf. the video camera sign when entering public places 
like train stations. Rather, troubling implications for democracy and human 
flourishing are expected, when self-interests of companies or public bodies 
determine the use of collected data and oversee their future use (Yeung, 2017).

Overdependence has nurtured the discussion of a scored society (cf. Citron 
et al., 2014) and algocracy (cf. Danaher, 2016). It underlines the need to un-
derstand overdependence on an analytical level while on the basic level, vast 
reactions and actions with respect to the detriment of individuals occur. On 
an analytical level, the nature of these concerns is linked to the way the deci-
sion-making relies on biased and inaccurate datasets, the opacity of applied 
algorithms, the lack of thorough review, and/or opportunities to intervene 
from a design perspective.

An awareness of this analytical understanding of overdependence of all ac-
tor groups needs to be raised. We elaborate on algorithmic data processing 
and on (re)gaining control through active design intervention and introduce 
the concept of an experiential learning support installation. By creating ex-
periences, especially artistic installations can help different audience groups 
to understand complex theoretical ideas and explore technological concepts 
through sensemaking construction (Schnugg, 2019). Entering the proposed 
installation provides a feeling of getting ‘caught’ in the Internet of Behavior by 
providing a feeling of opacity and lack of transparency. Based on data meas-
ured with IoT components interlinked with decision-making algorithms, the 
scenario also physically limits the person passing through. At the end, the 
results of the algorithmic interpretation of behavior and prescriptions will be 
generated and handed out to each person. These results are expected to trig-
ger demand for (re)gaining control of IoT system behavior. Hence, a second 
part of the installation includes a novel governance scheme with digital de-
sign facilities that allow for learning and exploration. In this way, the feeling 
of oppression is modulated towards actively engineering IoT-spaces.
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2. Algorithmic Overdependence – Opening Space for Intervention and 
Facilitation

Algorithms form the core of machine intelligence since their processing leads 
to computer-interpreted data and decisions. Those can be used to influence 
human behavior and to direct human coexistence. A recent example con-
cerns social relations that undergo significant changes in everyday life and 
sociality due to pervasive and perpetual mediated presence of friends by 
social media (cf. Thulin et al, 2020): Not only the emergence of novel con-
straints of coupling with other interactors (e.g., becoming ‘friends’) and the 
recoupling of social interaction can be observed, but also modified rhythms 
of interaction in terms of increasing frequency and insistency. Both finally 
affect human foreground activities due to the continuous stream of online 
contacts, including their structuring. Such ‘domestication’ processes of digi-
tal media are based on role shifts. Individuals shift from being passive receiv-
ers and consumers of technology to highly active interactors. Novel forms of 
(social) networking driven by interactors’ behavior shape technology’s mean-
ings, functions, and representations. The material artefact and its algorithmic 
capabilities shape the individuals’ sensemaking of digital systems, as well as 
how their actions affect individual sensemaking (Mesgari et al., 2019). 

But do algorithms incorporate these factors and categories of information? 
Wayingwe (2019, p. 6.) explains:

’Conclusively, algorithms intend to present an avid manner in which artifi-
cial intelligence skills could be applied in organizational decision-making 
sections. However, its actual use to guarantee improvements in considera-
tion to those who are both directly and indirectly affected by the resultant 
decisions is inevitably jeopardized by the variations in considerable factors 
so as to ensure a positive change (The New York Times, 2018, p. 19). It is 
evident that algorithmic approaches are entirely dependent on the users’ 
mastery of computer skills such as coding, instructional discernment, and 
the capacity to execute the encoded guidelines (Danaher 2016, p. 256). Fur-
thermore, overdependence on the algorithmic requirements deters user 
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organizations and individuals to consider mental capacities, situational 
changes and the relevant needs of data contributors and decision-making 
beneficiaries. Therefore, algorithms can be improved by frequent changes 
and improvements in relation to the systemic requirements to give a sensi-
ble meaning to decision-making organizations and individuals.’

The ever-increasing application of algorithms to decision-making in a range 
of social contexts has prompted demands for algorithmic accountability: Ac-
countable decision-makers must provide their decision subjects with justi-
fications for their automated system’s outputs (Binns, 2019). So far, it is still 
open what kinds of principles such justifications can be expected to appeal 
to. Moreover, accountability needs to be based on a common concept under-
standing. Bovens et al. (2014) explains accountability of a party A to another 
party B in case A has an obligation to provide B with some justification re-
garding a certain conduct. If B finds A’s justification to be inadequate, A may 
face some form of sanction. This has important implications for algorithmic 
decision-making and the actors involved.

Imagine a community deploying an IoT surveillance system is held account-
able by a citizen who is denied access to a public service by the system. Ac-
countability in this scenario might consist of a demand by the citizen that 
the community provides justification for the decision; a response from the 
community council with an account of how the surveillance system works, 
and why it is appropriate for the context; and a final step in which the citi-
zen either accepts the justification or rejects it, in which case the community 
council might have to revise or reprocess the decision with a human agent, 
or face some form of sanction. Such a situation serves well as input for expe-
riencing algorithmic overdependence, particularly the impact of opaqueness 
with respect to directly affected stakeholders.

In our example, one way for the community council is to provide evidence of 
prior effective algorithmic decision-making, e.g., meeting public demands for 
security. It could also provide proof of methodological and/or scientific rigor in 
the development of algorithms for decision-making. Finally, (possibly) affected 
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stakeholders could be invited to participate in explanatory features, or more 
proactively to the redesign of the IoT application and co-create transparent 
algorithms for automated decision-making with the development team. Such 
a move not only avoids a posteriori resolving of misunderstandings and result-
ing conflicts, but also addresses a major challenge to accountability (cf. Zarsky, 
2015). Allowing affected stakeholders to scrutinize and hold to account the 
exercise of algorithmic design of decision-making strengthens the commit-
ment to share responsibility for dependence on algorithmic decision-making.

Tackling transparency as a problem for socially consequential mechanisms 
can concern several forms of opacity (cf. Burell, 2106): ‘(1) opacity as inten-
tional corporate or state secrecy, (2) opacity as technical illiteracy, and (3) an 
opacity that arises from the characteristics of machine learning algorithms 
and the scale required to apply them usefully’. We recognize that increas-
ing technological literacy could help to uncover algorithmic decision-making 
and reflect on its purpose. Moreover, audit trails to the algorithmic process 
or interactive modeling allow individuals to gain a better understanding of 
how their actions impact upon the algorithmic response (Citron et al., 2014). 
Recognizing the distinct forms of opacity that may come into play in given 
applications is key to determining which technical and non-technical solu-
tions can help to prevent harm. 

Transparency can help restore accountability. Even when sophisticated algo-
rithms are inherently opaque, algorithmic decisions preferably become more 
understandable, either to be interpreted ex post or to be interpretable ex ante 
by responsible and affected stakeholders (cf. Le Laat, 2017).

3. Immerse Experience and Facilitation Design for Re-Weaving the Web of 
Behavior

We term the suggested installation Digitized as it starts with experiencing the 
algorithmic overdependence based on IoT components and triggers the use of 
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digital facilities for (re)designing IoT settings to regain control over digitized 
systems. Capacity building is driven by personal experience of algorithmic 
decision-making and by creating an understanding of IoT system compo-
nents and their interplay. The desired outcome is an individual’s (re)gained 
confidence in dealing with complex systems in an analytical and constructive 
way. Such experiential design is understood as artful in the context of busi-
ness innovations (Cain, 1998) and can be connected to artistic elaboration 
of the installation. Through experience it reduces the semantic gap between 
non-familiar systems or objects and affected stakeholders.

Fig. 1. Momentum-based experiential design 

Figure 1 gives an overview of a possible instance of the Digitized installation 
to be located on a usually crowded part of a university campus or a similar 
public place. The interactive experience is based on 4 momentums. Starting 
with conveying the feeling of oppression (Momentum 1) and that of over-
dependence of algorithmic decision-making for behavior en- or discourage-
ment (Momentum 2), the momentums cumulate in design-centered engi-
neering of an IoT application when developing component understanding 
(Momentum 3) and behavior control (Momentum 4). 
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Fig. 2. Options-generating Momentum 1 

Figure 2 overviews the prepared topics in the Digitized tunnel approaching 
some point of decision-making after experiencing the loss of individual con-
trol of behavior. Walking through the small entry several options (right-hand 
side of Figure 2) become available. When aiming for encouragement (Mo-
mentum 2), Momentum 3 introduces design-centered engineering of an IoT 
application for regaining behavior control in Momentum 4. Each momentum 
is described in the following.

Momentum 1: Feeling of Oppression

Making the increasing invisible restriction of behavior explicit: The interactive 
experience starts by passing through a tunnel that is getting smaller so that 
participants begin to feel uncomfortable, until at the end of the tunnel a small 
outlet is available. This needs to be passed to continue the interactive experi-
ence. The participants walk towards the end of this narrowing tunnel, leaving 
digital finger- and footprints until they leave the tunnel through a small outlet 
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with an algorithmic decision displayed on their future behavior regulations, 
making the invisible parts of the IoT system visible in terms of conclusive 
behavior prescriptions. Navigation and deep links to content and background 
information on the domestication and development of IoT systems are pro-
vided along the tunnel wall by IoT components, interactive stations, and QR 
codes. The visual, acoustic and spatial experience becomes more intense the 
more data is collected and the lower the range of opportunities by algorith-
mic decisions-making becomes. Hence, the feeling of oppression is triggered 
through multiple channels, regardless of whether the behavior conforms to 
expected patterns or leads to regulating a participant’s behavior.

Figure 3 shows the concept of the tunnel design. The tunnel is equipped 
with information and interactive stations on the IoT (i.e. the system context), 
showing some of the sensor systems physically. The tunnel system collects 
sensor data and processes them using decision-making algorithms on the be-
havior of each participant. Movements, time, navigations paths followed on 
the screens on the walls of the tunnel, etc. are recorded and reflected to the 
participant as part of that process.

Fig. 3. Structuring the tunnel experience (Momentum 1) 
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Momentum 2: Experiencing Algorithmic Overdependence

Confrontation with the system that incrementally restricts behavior based on 
artificial decision-making: Passing through the small exit, each participant 
receives information how their behavior in the installation shapes and con-
strains future behavior, e.g., by restricting access to information, resources, 
services, social contacts and settings. It is a manifestation of algorithmic 
overdependence in an IoT environment for an individual who is part of a 
community. For instance, a student is denied access to certain services, while 
being nudged to adapt to certain ways of behavior, such as booking courses 
earlier to individualize course designs. Figure 2 captures typical behavior 
patterns that can result from experiencing algorithmic decision-making. It 
shows that besides informed capacity building based on the intention to (re)
gain control of IoT technologies, other strands of action can result from the 
tunneled experience.

Momentum 3: Regaining Control

Zooming out & zooming in, actively exploring the system: After having re-
ceived the interpretation of individual behavior data, the participants are 
guided to a learner-friendly location nearby to start actively (re-)designing 
an IoT application. This set of activities aims to explore a variety of design op-
portunities. They have a digital baseline, i.e. the ‘digital twin’ of themselves in 
the installation. The digital twin is prepared on a tabletop system (Oppl et al., 
2014) (see Figure 4). It represents all IoT elements the participants were able to 
experience through algorithmic decision-making in the Digitized tunnel in 
the form of abstract block elements and their relationships. In this way, par-
ticipants can physically generate of model of IoT components, including sen-
sor systems and software components processing collected data (see Figure 5 
and Figure 6). In addition, algorithms (encoded in hard- or software) can be 
decomposed to explain step-by-step computational intelligence. 
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Fig. 4. Modeling the digital twin on a table-top system

Momentum 4: Self-efficient Digital Capacity Building 

In-depth understanding leading to action: The model created in Momentum 3 
needs to be instantiated by IoT elements and synchronized by a specific oper-
ation logic (algorithmic decision-making procedure). For capacity building, 
so-called Nerd Trees (see Figure 5) have been designed (Stary et al., 2020). 
They contain simple and combined IoT components. Participants can grab 
one or more IoT components, namely IoT-(i.e. M5Stack©) elements in each 
of the boards (layers) and compose applications according to their model. 
Since these components have inherent behavior, their coupling makes the 
IoT system operate according to participants’ individual needs as represent-
ed in their model. The implementation allows monitoring of the generated 
data and the flow of information for decision-making. Figure 5 shows the 
top-down and bottom-up drivers to explore IoT systems and their compo-
nents. The layered approach of the Nerd Tree supports middle-out capacity 
building, in particular for visitors who are familiar with combined sensor 
systems including temperature and movement measurement and who want 
deeper knowledge, either in technologies or application development. The 
M5Stack control element contains various ways to plug in sensors and com-
bine them to create intelligent application system behavior. It also provides 
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basic functions for display, navigation, and control. For complex interaction, 
M5Stack-applications can be operated from mobile phones. They reside on 
top of the Nerd Tree.

Fig. 5. Variety of IoT system components – A NerdTree

Figure 6 zooms into programming the behavior of M5Stack© applications 
(cf. M5Stack.com) using Blockly. On the left, the M5Stack control component 
with several sensors for securing the access to rooms (including a keyboard 
to typing in keys) is illustrated. On the right, a screen shot of UIFlow (when 
programming in Blockly) is shown, processing an event and (re)acting based 
on recognized sensor data. The creation of IoT application behavior through 
Blockly is based on the language JavaScript supporting block-based visual 
programming. According to its concept, Blockly features structured (de)
composition of IoT components (represented as units) and handling of events 
in an IoT environment. In this way, not only can each block of the digital twin 
be mapped to one or more operational entities, but also the successive pass-
ing of information along algorithmic computations can be experienced and 
operated in real time.
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Fig. 6. Design-oriented engineering utilizing M5Stack© elements,  
and Blockly programming in UIFlow©

4. Conclusion

More and more data are captured through IoT sensor components, and often 
users as well as other adopters tend to depend too much on algorithmically 
generated information, so much so that they may even select inferior prod-
ucts and services to their own detriment or restrict their own free moving 
space. We refer to this as algorithm overdependence. Rather than ‘surrender-
ing to technology’ in modern digital environments we suggested experiential 
design for stakeholders to develop an understanding of the complex systems 
to create agency. 

The proposed installation Digitized aims to trigger reflective practice for (con-
cerned) stakeholders in continuously digitized environments. It promotes 
awareness by offering scenarios of concern and triggers to allow transparency 
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and design for mutual use for users and providers of digitized systems. For 
the physical parts of the installation a digital support system is available so 
participants can regain intelligent control.

Digitized is an individual, however, socially grounded and co-created artis-
tic protocol of space perception and (re)design. Based on the interactive ex-
perience of artificial decision-making, constructive interventions can be set 
through physical experience even for intangible elements including algorith-
mic processing.  

Due to its partly interactive character and educational elements the installa-
tion enables active reflection on and testing of IoT and develops methods of 
behavior capturing and regulating. Artistic mediation showcases anchors of 
digitization in different fields ranging from explicit access control to indirect 
control of behavior. It uses audio, visual arts (drawing, video, visualization) 
and edutainment (crafting intervention, workshops). These elements will be 
explored in situ and insights might vary from individual to individual.
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